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Abstract

Three experiments explored the partial reinforcement extinction effect (PREE;

greater resistance to extinction after partial, rather than continuous, reinforcement

training), in a spaced-trial situation with pigeons. Experiments 1 and 2 report con-

ventional PREEs with 24-h intertrial intervals and between-subject designs. The cor-

responding outcome (food reinforcement or nonreinforcement) was delivered after

satisfaction of a fixed-ratio 10 (Experiment 1) or a fixed-ratio 1 (Experiment 2). Ex-

periment 3 reports a reversed PREE in a within-subject design with a fixed-ratio 10

requirement. Extinction occurred faster for the response paired with 50% partial

reinforcement than for the response paired with continuous reinforcement. A third

response paired with a small reinforcer (1 pellet/trial) in 100% of the trials extin-

guished faster than a response paired with a large reinforcer (15 pellets/trial). These

results are discussed in the context of spaced-trial instrumental performance (key

pecking and running), in pigeons.
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Responses reinforced only in a random subset of acquisition trials

typically display greater resistance in extinction, compared to continuously

reinforced responses. Similarly, Pavlovian procedures in which a condi-

tioned stimulus is partially reinforced may result in a greater behavioral le-

vel during extinction, compared to a stimulus reinforced in every trial. This
phenomenon, called the partial reinforcement extinction effect (PREE), has

been generally studied in between-subject designs and under relatively

massed training conditions (e.g., intertrial intervals, ITI, ranging from a

few seconds to a few minutes). Under such conditions, the PREE is a ubiq-

uitous learning phenomenon both across species and training procedures

(for a review, see Amsel, 1992). A different picture emerges when these pro-

cedural features are altered to within-subject comparisons between partially

and continuously reinforced responses or stimuli, or to spaced training con-
ditions with ITIs in the order of hours.

Within-subject experiments have demonstrated a range of effects. For ex-

ample, whereas Rescorla (1999) found a within-subject PREE (wPREE) in

autoshaping with pigeons, others reported nonsignificant effects in autoshap-

ing with quail (Crawford, Steirn, & Pavlik, 1985), salivary conditioning with

dogs (Sadler, 1968), runway performance in rats (Amsel, Rashotte, &MacK-

innon, 1966), and goal tracking with rats (Pearce, Redhead, & Aydin, 1997).

Still others reported evidence of a reversed PREE, that is, greater persistence
after training with continuous reinforcement, rather than partial reinforce-

ment. Reversed PREEswere found in experimentswith rats involving running

and lever pressing responses (Pavlik & Carlton, 1965; Pavlik, Carlton, &

Hughes, 1965), and in experiments with human subjects (Svartdal, 2000). A

within-subject experiment reported by Mellgren and Seybert (1973) suggests

one factor that might account for this diversity of results, namely, the se-

quence of reinforced (R) and nonreinforced (N) trials. Each rat received train-

ing in two different runways, one paired with 50% partial reinforcement and
the other with continuous reinforcement. Mellgren and Seybert found the fol-

lowing pattern of results: A PREE occurred whenN trials were followed by R

trials in the partial runway; a reversed PREE emerged when N trials were fol-

lowed byR trials in the continuous runway; and nondifferential extinction fol-

lowed acquisition training inwhich the twoNR transitionswere equally often.

The between-subject PREE (bPREE) is also affected by the spacing of the

trials. Experiments with nonmammalian species that demonstrate a conven-

tional bPREE under massed conditions of training, have consistently found
a reversed bPREE under spaced training conditions. For example, toads

(Bufo arenarum) trained in a runway situation to collect water in the goal

box show greater persistence in extinction after partial reinforcement when

trials are separated by 15-s ITIs, but not when trials are separated by 5-min

ITIs (Muzio, Segura, & Papini, 1992). Moreover, lengthening the ITI to 24 h

produces clear evidence of a reversed bPREE (Muzio et al., 1992, 1994).

Similar reversed bPREEs have been reported in fish (Boitano & Foskett,
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1968; Gonzalez & Bitterman, 1967; Schutz & Bitterman, 1969), turtles

(Gonzalez & Bitterman, 1962; Pert & Bitterman, 1970), and iguanas (Graf,

1972), all trained under spaced-trial conditions.

In the experiments reported in the present article, pigeons received train-

ing under conditions of spaced practice, with trials separated by ITIs in the
order of hours, during which the animal remained in its home cage. In ad-

dition, both between-subject (Experiments 1 and 2) and within-subject de-

signs (Experiment 3) were used. Our interest in the PREE is primarily

comparative; the spaced-trial bPREE has been reported in several experi-

ments with mammals (e.g., Weinstock, 1954), but not in experiments involv-

ing fish, amphibians, or reptiles (see references above). Our presumption is

that these species differences in spaced-trial learning phenomena are markers

of a broad phylogenetic divergence in brain mechanisms of learning among
the vertebrates (Papini, 2002). The goal of the present experiments is to ex-

tend the study of the spaced-trial PREE to an avian species. Pigeons are ide-

ally suited for our purpose because there are well-developed training

techniques that can be readily applied to the present requirements. We have

developed a key-pecking, one-trial-per-session situation that has been used

to study the effects of reward magnitude on learned performance (Papini,

1997; Papini & Thomas, 1997); here we extend that procedure to a partial

reinforcement situation, for which there is limited information. Only one
demonstration of the spaced-trial bPREE in pigeons has been published

and it involves training in a runway situation, 24 h ITI, and food reinforce-

ment as the main training parameters (Roberts, Bullock, & Bitterman,

1963). Thus the present experiments extend the study reported by Roberts

et al. to a key-pecking training situation and to a within-subject design.

We report the results of each experiment leaving the discussion of their the-

oretical relevance for the General discussion section.

Experiment 1

The main goal of this experiment was to determine the effect of 50% partial

and 100% continuous reinforcement training on the extinction of key-peck-

ing instrumental performance under spaced conditions of training. The basic

training procedure involves a single trial per day in which a pigeon is exposed

to a key light and required to peck 10 times to obtain an outcome. This out-
come was either fifteen 45-mg pigeon pellets in reinforced trials, or nothing in

nonreinforced trials. An analogous experiment with rats as subjects demon-

strated a significant bPREE in lever-pressing instrumental performance

(McNaughton, 1984). Furthermore, that experiment showed that treatment

with the anxiolytic chlordiazepoxide eliminated the lever-pressing bPREE,

just as it also eliminated a bPREE based on runway performance, suggesting

common underlying mechanisms across these two training situations.
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The present experiment sought to determine the presence of a second ef-

fect that has been reported in experiments involving partial reinforcement

under more massed conditions of training. Responses acquired under partial

reinforcement training are usually performed at a higher level than re-

sponses acquired under continuous reinforcement during the acquisition
phase (Goodrich, 1959). This phenomenon, labeled the partial reinforce-

ment acquisition effect (PRAE), has been described in rats and under rela-

tively massed conditions of training, but its occurrence in other species

and under spaced training conditions has not yet been reported.

Method

Subjects

Twelve pigeons purchased from Ruthardt Pet and Feed, Fort Worth, all

sexually mature, served as subjects. Pigeons were deprived of food to an 80–

85% of their ad libitum weights. Post-session meals (at least 20min after the

session) were adjusted to maintain constant target weights. Water was con-

tinuously available in the cage. The vivarium was continuously illuminated.

These pigeons had extensive prior experience in analogous experiments

manipulating reinforcer magnitude (Papini, 1997, Experiments 1 and 3; Pa-

pini & Thomas, 1997). Pigeons that had received continuous reinforcement
training with large rewards were assigned to the same condition in the pres-

ent experiment (Group C). Pigeons that had received training with continu-

ous reinforcement and small rewards were assigned to partial reinforcement

in the present experiment (Group P). The decision to assign pigeons in

agreement with their prior training history, rather than using random as-

signment or matching for training history, was based on two considerations.

First, random or matched assignment would result in a mixture of reinforce-

ment histories in each group that could potentially increase within-subject
variance and consequently reduce power. Second, since the pigeons assigned

to partial reinforcement had exhibited faster extinction in the previous ex-

periments than those assigned to continuous reinforcement, this procedure

is conservative for a demonstration of the bPREE. A demonstration of

the bPREE would require that pigeons that exhibited fast extinction in pre-

vious experiments exhibit slow extinction in the present experiment, in both

cases relative to the same comparison group (Group C).

Apparatus

Three standard Skinner boxes, each enclosed in a sound-attenuating

chamber, were used for training. Each chamber was equipped with a fan

to provide for air circulation and masking background noise. Each Skinner

box measured 32:2� 29:9� 32:2cm (width� length� height). The front
wall, back wall, and ceiling were made of Plexiglas, whereas the two

lateral walls were made of aluminum. One of the lateral walls contained
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the following elements: A lamp (General Electric 1820), providing diffuse il-

lumination from the upper left corner, and the response key (1.8 cm in diam-

eter, 18.5 cm above the floor, and in the center of the wall). There was also a

feeder cup located 3 cm above the floor and in the center of the wall; this cup

was made of opaque Plexiglas and measured 4:5� 5:5� 4cm: Noyes preci-
sion pellets (pigeon formula, 45mg), were automatically delivered into this

cup. Visual stimuli could be presented on the response key by illuminating

it from behind. A computer located in an adjacent room controlled all the

stimuli and recorded the key-pecking responses.

Procedure

Experimental sessions were conducted between 08:00 and 12:00 h. Pi-

geons were extensively pretrained. First, all pigeons received 2 daily sessions
of exposure to the conditioning box, each lasting 20min; no stimuli were

presented during these sessions. Second, birds were exposed to a mixed Pav-

lovian-instrumental schedule (20 trials/session). In the first session of this se-

ries, a small amount of mixed grain (about 2 g) was freely available in the

food cup; no grain was provided thereafter. A single key-peck at a white

key light or 6 s, whichever occurred first, resulted in the termination of

the light and the immediate delivery of a single pellet. Each pigeon was re-

quired to respond on at least 80% of the trials on two of three consecutive
days before it was shifted to the next phase. Third, after achieving this cri-

terion, purely instrumental pretraining was initiated in which reinforcement

occurred only if the pigeon responded during the 15-s long white key light.

During these sessions, the fixed-ratio requirement was gradually increased

from 1 to 10 responses, in steps of one key-peck. Before each transition to

the next value, pigeons had to satisfy the same criterion described above.

A transition from fixed-ratio 10 to a single trial per day (acquisition phase,

see below) required 80% or better response level in three of five consecutive
sessions. This gradual procedure was adopted to minimize behavioral dis-

ruptions and to insure the occurrence of key pecking after the shift from

20 trials/session to 1 trial/session. This pretraining procedure was used in

previous experiments (Papini, 1997; Papini & Thomas, 1997).

One trial/day was administered to each animal during acquisition. Pi-

geons assigned to Group C (n ¼ 6) received 15 pellets at the end of each
trial, delivered at a rate of 1 pellet every 0.2 s, provided they had emitted

10 responses. For the pigeons assigned to Group P (n ¼ 6), half of the daily
trials ended in reinforcement (15 pellets delivered as described above),

whereas the rest ended in nonreinforcement. The sequence of R and N trials

was based on Gellermann (1933): RRNN RNRN NRRR NNRN NRNR

RNRN RRNN RRNR NNRR NNRR NRNN NRRN RRNN. Thus the

labels ‘‘continuous’’ and ‘‘partial’’ apply to the outcome of emitting 10 re-

sponses, and not to the outcome of each individual response (because

10 key pecks were required on each trial), or to the stimulus-reinforcer
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contingency (because failure to complete the fixed-ratio 10 ended the trial in

nonreinforcement). In this acquisition phase, the stimulus was changed from

white (pretraining) to a black plus sign on a white background. A trial

started with onset of the house light, followed by an initial interval averag-

ing 60 s (range: 30–90 s). At the end of this interval, the plus stimulus was
projected on the key; animals were allowed a maximum of 60 s to initiate re-

sponding and an additional 60 s to complete the fixed-ratio 10. A computer

located in an adjacent room recorded the latency (0.01 s units), defined as

the time from stimulus onset to the tenth response. Failure to complete

the fixed-ratio 10 within 60 s ended the trial in nonreinforcement. A maxi-

mum latency of 120 s was assigned on incomplete trials. The session ended

after a variable interval similar to the initial one. At the end of this interval,

the house light was turned off and the pigeon was returned to its home cage.
There were 52 acquisition trials followed by 88 extinction trials; pigeons re-

ceive one trial per day. Extinction trials were identical to the nonreinforced

trials of Group P.

Latency scores obtained in each trial and measured in 0.01 s units were

transformed to the natural logarithm (ln), to improve normality and allow

for the use of parametric statistics. A standard, mixed-model analysis of var-

iance was used to test the effects of reinforcement schedule on the latencies.

The alpha value was set to 0.05 in all the analyses reported in this paper.
Nonparametric tests were also used when extreme numbers skewed data

distributions.

Results

Given the criteria used to increase the fixed-ratio value, pretraining re-

quired a minimum of 24 sessions. Eleven pigeons finished pretraining in

24 sessions, while the remaining pigeon, from Group P, required a total

of 28 sessions. Although pretraining was extensive, it was not differentially
so across groups. Moreover, none of the pigeons exhibited behavioral dis-

ruption during pretraining sessions.

There was no evidence of the PRAE in the present experiment. Key-peck-

ing performance during acquisition was similar across groups. The change

in stimulus from pretraining (white key-light) to acquisition (plus sign) re-

sulted in a small degree of disruption in key pecking during the early acqui-

sition trials. None of the effects of a Group�Trial analysis of variance was
significant, F s < 2:97. An analysis of the last 8 acquisition trials also indi-
cated a nonsignificant group effect, F ð1; 11Þ ¼ 1:11; thus, asymptotic perfor-
mance was very similar across groups.

As shown in Fig. 1, initial extinction performance was extremely stable

and similar in both groups. An analysis of the initial 8 extinction trials indi-

cated that groups were statistically indistinguishable, F < 1. Eventually,
the pigeons in Group C extinguished faster than those in Group P. A

Group�Trial analysis (computed on a trial-by-trial basis), detected this
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bPREE in terms of a significant interaction, F ð87; 870Þ ¼ 1:33. There was
also a significant extinction effect, F ð87; 870Þ ¼ 38:65, but the difference
between groups was not significant, F ð1; 10Þ ¼ 3:51. The interpretation of
this bPREE is not affected by initial group differences in performance level,

as shown by nonsignificant group effects for the final acquisition trials and

initial extinction trials.

The instrumental procedure used in this experiment implied that an an-

imal nominally subjected to 100% continuous or 50% partial reinforcement

could receive a lower frequency of reinforcement (in the sense of the stim-
ulus-reinforcer contingency), if it failed to complete the fixed-ratio 10 on a

substantial number of trials. Disruption was assessed in terms of the num-

ber of trials on which pigeons from each group failed to complete the

fixed-ratio 10 during the time allowed, during both acquisition and extinc-

tion sessions. The degree of disruption in acquisition was relatively low,

averaging 1.8 trials in Group C and 0.2 trials in Group P; with a total

of 52 acquisition trials, pigeons completed more than 96% of all acquisi-

tion trials. In extinction, pigeons show disruption in an average of 49.7
and 26.3 trials in Groups C and P, respectively (out of a total of 88 trials).

Because 8 of the 12 animals showed no disruption in acquisition, all dis-

ruption data were analyzed using nonparametric tests. Mann–Whitney

tests indicated that disruption during acquisition was not significantly dif-

ferent across groups, Uð6; 6Þ ¼ 11, and there was a tendency toward a
greater disruption in Group C than in Group P during extinction, signif-

icant only at a one-tail test level, Uð6; 6Þ ¼ 5:5.

Fig. 1. Extinction of key-pecking performance in groups of pigeons trained with either contin-

uous (C) or 50% partial (P) reinforcement, at a rate of a single trial per day. A fixed-ratio 10

requirement was imposed in each trial. Data from Experiment 1.
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Experiment 2

There are two potential problems with the results of Experiment 1. First,

since 10 key pecks were required to deliver the reinforcer, it may be argued

that the pigeons from both groups were under a partial reinforcement re-
gime. The main difference may have been that whereas the pigeons in Group

C received a reinforcer for every 10 responses, those in Group P had to emit

20 responses, on average, to be reinforced. To clarify this issue, two new

groups of animals were run under the same conditions as those in the pre-

vious experiment, except that a single peck at the key was required for rein-

forcement (i.e., a fixed-ratio 1 requirement). Second, in Experiment 1 and

for reasons that were explained previously (see Experiment 1, Subjects),

group assignment was consistent with the previous experience of the pigeons
(e.g., prior large reward was assigned to large reward; prior small reward

was assigned to partial reward). The pigeons used in the present experiment

also had previous experience (see Stout, Muzio, Boughner, & Papini, 2002,

Experiments 4 and 5), in a complex training situation. In those experiments,

responses to two stimuli (green light and plus sign), were paired with rein-

forcement and nonreinforcement in either a discrimination (i.e., Aþ/B�),
or a pseudodiscrimination (i.e., A�/B�) condition, across groups. These tri-
als were followed, after a brief interval, by a white key light (to be used in
the present experiment), always reinforced on a variable-interval 20-s sche-

dule (i.e., Cþ). Two precautions were taken with these subjects. First,
pigeons were matched for prior experience (discrimination vs. pseudodis-

crimination training) within each of the conditions used in the present

experiment (Groups C and P). Second, the white stimulus, which had been

subject to the same treatment in both groups of the previous experiments,

served as the discriminative stimulus in the present experiment.

Method

Subjects and apparatus

Twelve pigeons were utilized in this experiment, all sexually mature, ob-

tained from the same source, and maintained under the same conditions as

in Experiment 1. The same Skinner boxes described in Experiment 1 were

also used in the present experiment.

Procedure

Pairs of pigeons matched for prior experience were randomly assigned to

the two conditions of the present experiment: Groups C and P ðn ¼ 6Þ.
Thus, three animals in each of the present groups had previously received

discrimination training and the rest had received pseudodiscrimination

training. Each pigeon received one trial per day, between 08:00 and

12:00 h. In each trial, pigeons were placed in the conditioning box, the house
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light was turned on, and after an average period of 60 s (range: 30–90 s), the

white light was presented on the response key. A single peck at the white key

turned the white light off and administered 15 pellets (in reinforced trials).

Pellets were administered at a rate of 1 every 0.2 s. This reinforcement

was followed by an interval averaging 60 s (range: 30–90 s), at the end of
which the house light was turned off and the pigeon was returned to its cage.

During the entire experiment, pigeons receive a single trial per day. In tri-

als 1–4, all pigeons were immediately reinforced for responding within 60 s

of key-light onset. Failure to respond resulted in the automatic delivery of

the reinforcer after 60 s. Thus, these sessions involved a mixture of Pavlov-

ian and instrumental contingencies designed to recover key-pecking behav-

ior. Starting in session 5, pigeons received the appropriate training under

purely instrumental conditions. Pigeons in Group C received a total of 56
trials in which a single key-peck response resulted in the delivery of the re-

inforcer. Pigeons in Group P received 56 trials in which R and N trials were

intermixed according to the following schedule based on Gellermann (1933):

RNRN RRNN NRRN RNNR RRNN RNRN NRRN NRRN RNNR

NNRR RNNR RRNR NNRN NRRR. Thus, there were a total of 60 ac-

quisition trials. Extinction started on trial 61 and continued for 48 trials. In

nonreinforced trials (e.g., in N trials for Group P and extinction trials for

both groups), a peck at the white key or 60 s, whichever occurred first,
turned off the white light and ended the trial. The primary dependent mea-

sure was the latency to respond, the time from key-light onset to the detec-

tion of a peck (measured in 0.01 s units). These scores were treated as

described in Experiment 1.

Results

One pigeon died in the course of acquisition training and two other pi-

geons failed to reacquire the response. Although it would have been possible
to retrain the two pigeons that failed to respond, it was decided to discard

them from the experiment to keep previous experience as constant as

possible across groups. As a result, the 9 pigeons that remained in this

experiment, 4 in Group C and 5 in Group P, all showed recovery of the

key-pecking response when transferred to a one-trial-per-day regime with-

out any explicit pretraining.

The key-pecking performance of both groups during acquisition was sim-

ilar, thus yielding no evidence of the PRAE. A Group�Trial analysis indi-
cated a significant acquisition effect, F ð59; 413Þ ¼ 1:96; however, the group
effect and the interaction effect were both nonsignificant F s < 1:33. Further-
more, an analysis of the final 8 trials of acquisition indicated no difference

among groups and no group� trial interaction, F s < 1:16, although the
latencies were still decreasing significantly, F ð7; 49Þ ¼ 3:34.
The results of the extinction phase are presented in Fig. 2 for each group

and as a function of 4-trial blocks. The latency scores were lower than in the

M.R. Papini et al. / Learning and Motivation 33 (2002) 485–509 493



previous experiment simply because it takes less time to emit a single re-

sponse than the time it takes to complete 10 responses. Two features of these

results are worth emphasizing. First and as in the previous experiment, the
initial extinction performance was relatively stable, except for some initial

fluctuation in Group C. For approximately 20 trials, the latencies in both

groups remained relatively low. An analysis of the initial 8 trials indicated

nonsignificant group differences, F < 1. Second and also as in the previous
experiment, there was clear evidence of a bPREE. Indeed, there was

little change in performance during the 48 extinction trials in Group P.

A trial-by-trial analysis of extinction data detected the bPREE in terms of

a group� trial interaction, F ð47; 329Þ ¼ 2:61. Also significant was the ex-
tinction effect, F ð47; 329Þ ¼ 4:46, but not the difference between the groups,
F ð1; 7Þ ¼ 2:82. Because terminal acquisition performance and early extinc-
tion performance were not different across groups, this bPREE is not

confounded with initial differences in latency.

Only three of the nine pigeons failed to respond in at least one of the

acquisition trials, one in Group C and two in Group P. Although the average

number of disrupted trials across individual pigeons for Groups C and P

(0.75 and 4.40 trials, respectively) seem different, the difference was not
statistically reliable, Uð4; 5Þ ¼ 7:5. This group tendency reversed during
extinction, with Group C exhibiting greater average disruption (7.50 trials),

Fig. 2. Extinction of key-pecking performance in groups of pigeons trained with either contin-

uous (C) or 50% partial (P) reinforcement, at a rate of a single trial per day. A fixed-ratio 1

requirement was imposed in each trial. Data from Experiment 2.
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than Group P (0.25 trials); however, this difference also failed to achieve a

significant level, Uð4; 5Þ ¼ 3. Thus the bPREE found in the present experi-
ment was not related to differential disruption in performance across groups.

Experiment 3

An experiment by Mellgren and Seybert (1973) provides information on

the effects of partial and continuous reinforcement on extinction in a within-

subject design and spaced conditions of training (i.e., one trial per day). Rats

were trained in two different runways, one associated with partial reinforce-

ment and the other with continuous reinforcement. Extinction was similar in

the partial and continuous runways when the number of NR trial transitions
was matched across runways. However, in most within-subject experiments,

ITI values ranged from zero, as in free-operant situations (Pavlik & Carlton,

1965), up to a few minutes (Pearce et al., 1997). Additionally, in all of these

experiments the animals remained in the conditioning chamber during the

ITI. Under relatively massed training conditions, the outcome of one trial

may leave a sensory or memory trace capable of remaining active until

the next trial (Sheffield, 1949). As a result of such carry-over effect, respond-

ing in any given trial may fall under the control of both current external
stimuli as well as carry-over stimuli (whether sensory or mnemonic). Addi-

tionally, the massing of trials may promote a comparison among stimuli

paired with different frequencies of reinforcement. Such comparisons may

induce contrast effects, affecting response rates in ways that may be difficult

to anticipate (Svartdal, 2000). A unique advantage of spaced-trial proce-

dures is that they reduced or eliminated these problems, promoting a rela-

tively clean control of behavior by the associative value acquired by the

discriminative stimuli.
Furthermore, Papini (1997) reported evidence of a reverse magnitude of

reinforcement extinction effect (MREE) in both between- and within-subject

experiments with pigeons and under spaced-trial conditions. The MREE is

defined as greater persistence in extinction after acquisition with a small,

rather than large, reinforcer magnitude (Hulse, 1958; Wagner, 1961). Mell-

gren and Dyck (1974) reported a within-subject experiment with rats in

which two discriminable runways were paired with large and small rewards

under massed-training conditions (i.e., 15-s ITIs). Rats that had received an
equal number of transitions from large to small rewards and from small to

large rewards exhibited the MREE. However, there seem to be no reports of

MREE studies based on spaced-training conditions and within-subject de-

signs in rats or any species. A tentative summary of available evidence indi-

cates that partial and small reinforcers generate relatively greater persistence

in extinction under spaced-trial conditions in rats, but their effects are

dissociated in spaced-trial extinction in pigeons. In fact, the spaced-trial
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PREE and MREE co-vary in any given species in which they have been

studied (see Papini, 1997; Papini, Muzio, & Segura, 1995), except for pi-

geons. In pigeons, the spaced-trial bPREE has now been demonstrated in

runway (Roberts et al., 1963; Thomas, 2001), and Skinner box situations

(Experiments 1 and 2), whereas the spaced-trial reversed MREE has been
found in both runway (Thomas, 2001), and Skinner box situations (Papini,

1997; Papini & Thomas, 1997).

The present experiment was designed to provide further information on

the dissociation of spaced-trial PREE and MREE in pigeons by testing both

effects in a within-subject design. Each pigeon received exposure to three dis-

criminative stimuli, one continuously reinforced with a large reward, a sec-

ond paired with 50% reinforcement of the same large reward, and a third

continuously reinforced with a small reward. Eventually, all three stimuli
were shifted to extinction.

Method

Subjects and apparatus

Nine adult pigeons, all experimentally naive, served as subjects. They

were obtained and maintained as described in Experiment 1. The same Skin-

ner boxes described above were also used in the present experiment.

Procedure

Experimental sessions were conducted between 08:00 and 12:00 h. Pre-

training was exactly as described in Experiment 1. Pigeons were gradually

shaped to peck at the white key light for a single pellet of food, and daily

sessions contained 20 trials each. The response requirement was gradually

increased up to a fixed-ratio 10 according to the same behavioral criteria de-

scribed in Experiment 1. Subsequently, pigeons were shifted to the acquisi-
tion phase.

During acquisition, animals received 1 trial per session and 3 sessions per

day. Each trial was exactly as described in Experiment 1. At the end of each

trial, the animal was returned to its cage where it remained during the ITI.

Within any given day, the ITI was 1–1.5 h long; between days, the ITI was

between 18- and 21-h long. Three different stimuli were presented to each

pigeon, although only one in any particular trial. The stimuli were a white

plus sign on a black background, a red key, and a green key. For any given
animal, responding 10 times to each stimulus produced one of the following

outcomes: delivery of 15 pellets in every trial (the continuous, large-reward

stimulus, or CL), delivery of 15 pellets or nothing on a random 50% basis

(the partial, large-reward stimulus, or PL), or delivery of 1 pellet in every

trial (the continuous, small-reward stimulus, or CS). The stimulus-outcome

relationship was counterbalanced across animals, such that each stimulus

was paired to each of the three outcomes in an equal number of animals.
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Acquisition trials were scheduled in 3-day blocks. In each 3-day block, a gi-

ven animal received 3 trials of each type (CL, PL, and CS), distributed ran-

domly except that no more than 2 trials of the same type were administered

in any given day. Three sequences were administered, each to 3 pigeons:

PLP SLL SSP, LSL PSS PPL, and SPS LPP LLS (where P is the partial
stimulus, which was R and N on a 50% schedule; L is the CL stimulus;

and S is the CS stimulus). This procedure ensured that each stimulus was

presented the same number of times in each possible position within a

day for the group as a whole.

There were 48 acquisition trials of each type, followed by 48 extinction

trials of each type. A total of 288 trials were administered in the entire ex-

periment. Extinction trials were exactly the same as acquisition trials, except

that no food was delivered. No less than 1 h after the end of the third trial, in
any given day, pigeons received sufficient supplementary food to maintain

their body weights at 80–85% of their free-food weight. The latency to com-

plete the fixed-ratio 10 requirement (time from the onset of the stimulus un-

til the emission of the 10th key-peck response, in 0.01 s units) was the

primary dependent measure. Scores were treated as described in Experiment

1. For consistency with the previous experiments, disruption data were

analyzed with nonparametric techniques.

Results

An average of 33.2 (range 29–35), sessions of pretraining were needed to

shape the fixed-ratio 10 requirement. None of the pigeons exhibited any be-

havioral disruption during pretraining.

Acquisition performance was very similar across trial types. A Trial Type

(CL, PL, CS), by Trial analysis of variance (both as repeated-measure fac-

tors), indicated only a significant acquisition effect, F ð47; 376Þ ¼ 3:27. The
difference across trial types and the interaction effect were nonsignificant,
F s < 1:04. The same results were obtained in a pairwise comparison between
CL and PL trials (partial reinforcement), and between CL and CS trials

(magnitude of reinforcement). The acquisition effect was significant in both

of these analyses, F sð1; 8Þ > 2:96, but none of them detected a significant tri-
al-type effect, F s < 1, or interaction effect, F sð47; 376Þ < 1:15. Performance
during the asymptotic period was also very similar across trial types. An

analysis of the last 8 acquisition trials indicated nonsignificant differences

between CL and PL trials, F < 1, and between CL and CS trials, F < 1.
The extinction performance of these pigeons in the three types of trials is

shown in Fig. 3. Behavioral changes start comparatively earlier than in the

previous experiments, suggesting a substantial generalization of extinction�s
decremental effects across stimuli. Nonetheless, an analysis of the initial 8

trials of extinction shows nonsignificant differences in behavior between

CL and PL trials, F ð1; 8Þ ¼ 3:47, and between CL and CS trials, F < 1.
Thus the performance across trial types in both late acquisition and early
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extinction was statistically indistinguishable, a fact that simplifies the inter-
pretation of extinction data. Overall, Fig. 3 suggests that the extinction per-

formance in CL trials was consistently below that of either PL (reversed

wPREE), or CS trials (reversed wMREE). An overall analysis indicated

significant differences across trial types, F ð2; 16Þ ¼ 5:76, and trials,

F ð47; 376Þ ¼ 27:54, but a nonsignificant interaction, F ð47; 376Þ ¼ 1:11.
Two pairwise comparisons are relevant in this experiment. First, a compar-

ison of CL and PL trials indicated significantly lower extinction latencies in

the continuous, rather than partial, reinforcement stimulus, F ð1; 8Þ ¼ 6:88,
thus demonstrating a reversed wPREE. Second, a similar comparison

between the CL and CS stimuli indicated significantly lower extinction

latencies after training with large, rather than small, reinforcement,

F ð1; 8Þ ¼ 10:79, revealing a reversed wMREE. In both of these analyses
there were significant extinction effects, F sð47; 376Þ > 20:45, but nonsignifi-
cant interaction effects, F sð37; 376Þ < 1:26.
None of the nine pigeons exhibited disruption of key-pecking

performance in any of the 144 acquisition trials. During extinction, pigeons
completed the fixed-ratio 10 requirement in an average of 30.7 CL, 22.9 PL,

and 22.8 CS trials. Wilcoxon tests (two-tailed) demonstrated that pigeons

Fig. 3. Extinction of key-pecking performance in three different discriminative stimuli associ-

ated with continuous-large reward (CL), 50% partial-large reward (PL), and continuous-small

reward (CS). Training was administered at a rate of 3 trials per day with a minimum ITI of one

hour. Animals remained in their cages during the ITI. A fixed-ratio 10 requirement was imposed

in each trial. Data from Experiment 3.
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completed a significantly larger number of CL trials than both PL trials,

T ð9Þ ¼ 0, and CS trials, T ð9Þ ¼ 1. Thus these results demonstrate the pres-
ence of reversed wPREE and wMREE with disruption as the dependent

measure.

General discussion

Two main findings stem from the present experiments. First, Experiments

1 and 2 provide an original demonstration of the spaced-trial bPREE in a

key-pecking procedure with pigeons. Together with an analogous runway

experiment reported by Roberts et al. (1963) and with additional experi-

ments from our lab (Thomas, 2001), they constitute the only evidence avail-
able of the spaced-trial bPREE in any nonmammalian species; this result is

thus particularly important from the comparative point of view. Experiment

3 provides the second main contribution of this paper. As far as we know,

this is the first report to study the effects of both reinforcer schedule and re-

inforcer magnitude in a within-subject, spaced-trial design. As previously

mentioned, massed-training procedures allow for stimulus and memory car-

ry-over effects from prior trials to control the instrumental response (Shef-

field, 1949). In addition, within-subject designs involving relatively massed
conditions of training encourage comparison across training conditions that

may influence behavior (Svartdal, 2000). These potential carry-over and

comparison effects are minimized or eliminated by the use of widely spaced

training conditions and by the removal of the animals from the conditioning

context during the ITI. As a result, spaced-trial procedures permit a cleaner

assessment of the manner in which the associative strength of the discrimi-

native stimulus controls the instrumental response. The pattern of results re-

ported in these experiments (i.e., bPREE and reversed wPREE) is therefore
not attributable to these factors.

Different extinction performance across groups or conditions in an exper-

iment may sometimes be attributable to the effects of the target manipula-

tions on acquisition. Different transformations have been suggested to

deal with the problem generated by group differences in early extinction tri-

als (e.g., Anderson, 1963). However, the bPREE reported in Experiments 1

and 2, and the reverse wPREE reported in Experiment 3 occurred in the ab-

sence of an effect of partial reinforcement training on acquisition in general,
and on late acquisition or early extinction in particular. The bPREEs ob-

tained in Experiments 1 and 2 could be attributed to the prior experience

of the pigeons or, perhaps, the reverse wPREE reported in Experiment 3

could be the result of using experimentally naive animals. A consideration

of the assignment procedures, which were different in each of these

experiments, suggests that prior experience is unlikely to be the source

of these results. Whereas the assignment of pigeons in Experiment 1 was
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congruent with prior training, the assignment in Experiment 2 was orthog-

onal to previous experience. Furthermore, in Experiment 1, for which as-

signment was not orthogonal, the results of the previous and present

experiments were opposite. Thus, the pigeons showing the slowest extinction

in Experiment 1 (Group P) were those showing the fastest extinction in their
previous experiments (small reward group in Papini, 1997, Experiments 1

and 3, and in Papini & Thomas, 1997). Also relevant is the fact that the pre-

vious experience of the pigeons used in Experiments 1 (mostly one-trial-per-

day experiments; Papini, 1997; Papini & Thomas, 1997), and 2 (massed-

training procedures; Stout et al., 2002) was considerably different. Addi-

tional information suggesting that the bPREE is not an artifact of prior

training comes from studies involving experimentally naive pigeons. Using

a runway situation, Thomas (2001) found that reward inconsistency in-
creased persistence in extinction of the running response both after partial

reinforcement training (thus replicating the results reported by Roberts et

al., 1963), and after a random mixture of large and small rewards. It is thus

safe to conclude that reward uncertainty in acquisition increases persistence

in extinction when pigeons are trained under spaced-trial conditions and

comparisons are made between groups.

Although currently popular theoretical accounts may explain one of the

reported effects, most theories would find it difficult to account for the com-
plete pattern. Moreover, the picture is more complex if the effects of reward

magnitude are added. The available evidence on spaced-trial effects in

pigeons is summarized in Table 1. There are two basic problems to be

reconciled, both involving a dissociation of results. The first dissociation

involves the regular bPREE and the reversed MREE, found in both

between- and within-subject designs. The second dissociation involves the

Table 1

Summary of results from spaced-trial experiments with pigeons

PREE (Reference) MREE (Reference)

Between-subject designs

Key-Pecking Conventional Reversed

(Present Experiments 1–2) (Papini, 1997, Experiments 1–2)

(Papini & Thomas, 1997)

Running Conventional Reversed

(Roberts et al., 1963) (Thomas, 2001, Experiment 1)

(Thomas, 2001, Experiment 1)

Within-subjects designs

Key-Pecking Reversed Reversed

(Present Experiment 3) (Papini, 1997, Experiment 3)

(Present Experiment 3)

Running No effect (see text for details) No information available

(Mellgren & Seybert, 1973)
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PREE, which appears in several between-subject experiments, but not in the

within-subject experiment reported here, which yielded evidence of a

reversed wPREE.

Consider the first dissociation. A basic problem with the dissociation of

spaced-trial bPREE and reversed MREE is that schedule and magnitude
of reinforcement have traditionally been thought of as affecting associative

strength in the same manner. One example is the simple view, first suggested

by Thorndike (1911), that reinforcement strengthens a stimulus-response as-

sociation, whereas nonreinforcement weakens it. This theoretical notion has

been applied extensively with some success (e.g., Couvillon & Bitterman,

1985; Rescorla & Wagner, 1972; Schmajuk, 1997). According to this

strengthening–weakening (S–W) view, the strength of a stimulus increases

directly with the frequency and magnitude of reinforcement. Most of these
models therefore predict reversed bPREEs and MREEs in any situation

in which the associative strength of a stimulus can be assessed relatively

directly, as in spaced-trial situations.

The failure of S–W views led to the development of other theories, which,

although based on different principles, still predict that training conditions

producing one effect should also produce the other. For example, Amsel�s
frustration theory (1992) and Capaldi�s sequential theory (1994), both con-
sidered classic accounts of the PREE, can explain the results of Experiment
1 in general but fail to predict more specific aspects of such results. Amsel�s,
1992, account is inconsistent with the absence of a PRAE, and both ac-

counts would demand a faster extinction rate than that observed in Group

C. As shown in Fig. 1, the behavior of continuously rewarded pigeons re-

mained undisturbed during the initial 24 trials of extinction. Moreover, both

of these classic theories fail to account for the reversed wPREE obtained in

Experiment 3 and for the reversed bMREE and wMREE (e.g., Papini, 1997;

present Experiment 3). In terms of frustration theory, a within-subject de-
sign should lead both the partial and continuous cues (and the large- and

small-reinforcer cues) to induce a common internal response of anticipatory

frustration, which should result in nondifferential extinction to both cues

(e.g., Amsel et al., 1966).

The second dissociation (i.e., bPREE versus reversed wPREE), is also dif-

ficult to explain for most learning theories. A viable account of this dissoci-

ation was offered by Mellgren and Seybert (1973), based on Capaldi�s
sequential theory. For a within-subject experiment, sequential theory pre-
dicts nondifferential extinction rates for stimuli paired with partial-large

reinforcement and continuous-large reinforcement, provided a specific

assumption is met, namely, that there is an equal number of NR transitions

in the partial-large stimulus and in the continuous-large stimulus. When this

provision is not met, the results may lead to either a wPREE or a reversed

wPREE depending on the sequential bias of the schedule used in acquisi-

tion, as mentioned previously (Mellgren & Seybert, 1973). Because the
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sequence of the three stimuli used in Experiment 3 was counterbalanced

across subjects, different pigeons received a different number of transitions.

The counterbalance criterion was chosen to equate the number of times each

stimulus appeared in each position during a series of 9 successive trials (3

trials/day). According to this procedure, PL, CL, and CS trials each oc-
curred three times in each of the three positions (first, second, or third trial

of the day) for the group as a whole. Sporadic errors that modified the

scheduled sequence for a particular animal also introduced variability across

pigeons. Table 2 shows the results of an analysis of the actual sequences per

stimulus computed separately for the sequences occurring within days and

for those occurring across days. Data on transitions from small reward to

large reward were added because sequential theory clearly applies to such

cases (Capaldi, 1994). In agreement with Mellgren and Seybert�s (1973) re-
sults, the continuous-large stimulus exhibited both the highest number of

critical transitions (within and between days) and the highest persistence

in extinction of the three stimuli used in Experiment 3. Moreover, strong

correlations were also evident across pigeons in terms of these two measures,

but their sign was opposite for within- and between-day sequences. For the

trials occurring within a single day and separated by an ITI of about 1–1.5 h

the correlation was positive, as predicted by sequential theory, namely, the

larger the number of transitions, the greater the level of persistence in extinc-
tion. However, for sequences occurring across days and separated by an ITI

of 18–21 h, the correlation was significant but negative. The results for

the partial-large and continuous-small stimuli also contradicted sequential

theory�s predictions. Despite individual variation in both measures, none
of the correlations approached significance and, in two cases, their sign

was negative. Of course, the sequential hypothesis also predicts the

MREE based on the assumption that, in extinction, there would be greater

Table 2

Sequential analysis of Experiment 3

Partial large

NL þSL
Continuous large

NLþSL
Continuous small

NS

Sequences within days 7.3 (2–12) 16.6 (13–19) 4.8 (3–7)

Probability of response 0.48 (0.21–0.79) 0.64 (0.29–0.92) 0.47 (0.13–0.85)

Pearson�s coefficient )0.41 0.80� )0.42

Sequences between days 4.3 (0–7) 7.9 (4–13) 2.9 (0–6)

Probability of response 0.48 (0.21–0.79) 0.64 (0.29–0.92) 0.47 (0.13–0.85)

Pearson�s coefficient 0.60 )0.88� 0.64

Note. N: nonreinforcement in partial-large trials. L: large reinforcer. S: small reinforcer.

The sequences of reinforcement and nonreinforcement correspond to the acquisition phase. The

probability of response was computed in terms of the number of extinction trials in which the

pigeon completed the fixed-ratio 10 requirement for each stimulus divided by 48 (the total

number of extinction trials with each stimulus). Ranges are given in parentheses.
* p < 0:01, two-tailed test.
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generalization of memory control from a large reward to nonreward, than

from a small reward to nonreward (Capaldi, 1994). This prediction is not

supported by spaced-trial experiments that have consistently shown reversed

bMREE and wMREE (Papini, 1997; Papini & Thomas, 1997). Further-

more, and based on the same memory generalization-decrement mechanism,
sequential theory also predicts that a transition from a large to a small re-

inforcer magnitude should produce a successive negative contrast effect,

which failed to develop also under spaced-trial conditions (Papini, 1997).

More recent theoretical arguments also find it difficult to account for the

emerging pattern of results from spaced-trial experiments with pigeons. For

example, Pearce et al. (1997), elaborating on Capaldi�s (1994) sequential the-
ory, suggested that the conditions of reinforcement and nonreinforcement

induce an internal state that accompanies the presentation of cues thus pro-
viding an internal context. In a between-subject situation, the internal con-

text changes more abruptly in extinction for animals exposed to continuous

reinforcement, than for animals trained with partial reinforcement, thus giv-

ing rise to the conventional bPREE. However, a within-subject design im-

plies a common internal context thus equating generalization from

acquisition to extinction for both the continuous and the partial cues. Under

these conditions, this account predicts that performance in extinction would

reflect the associative strength of each cue. Given that the partial cue has
been frequently nonreinforced, it is expected to have less strength than the

continuous cue hence leading to a reversed wPREE. On the assumption,

mentioned previously, that reinforcement frequency and magnitude have

similar effects, then a cue paired with a small reward should acquire less

strength than one paired with a large reward. Pearce et al.�s (1997) account
works well with the results of the present experiments, but it fails to predict

the reversed bMREE reported in previous articles (Papini, 1997; Papini &

Thomas, 1997). The bPREE and reversed bMREE were also obtained with-
in the same experiment, measuring running performance (Thomas, 2001).

The results of spaced-trial experiments with pigeons are also inconsistent

with other contemporary proposals. First, Daly and Daly�s (1982) model, a
set of linear equations combining Rescorla-Wagner�s formal account of con-
ditioning and Amsel�s frustration theory, accounts for the bPREE observed
in Experiment 1, but predicts conventional wPREE and wMREE for Exper-

iment 3, rather than the reversed effects that were actually obtained. Second,

Eisenberger (1992) suggested that partial reinforcement induces a type of
generalized persistence, called learned industriousness, which transfers from

the original training context to new situations. This account leads to the

expectation that extinction should be equivalent in the within-subject

situation; presumably, the persistence induced by the partially reinforced

cue should transfer to all other cues extinguished in the same or in a different

situation. Precisely the opposite was found in the present Experiment 3.

Third, Rescorla (1999), elaborating on Amsel�s frustration theory, argued
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that performance in within-subject conditions would be under the control of

a configuration of the external cue plus an internal condition such as anti-

cipatory frustration (see also Pearce et al., 1997). A configural control of

this type is at variance with the reversed wPREE and wMREE reported

in Experiment 3.
An explanation of the apparent dissociation between PREE and MREE

found in pigeons would seem to require a mechanism that applies to rein-

forcer schedule but not to reinforcer magnitude. Ideally, such a mechanism

would also have to be sensitive to the between-subject versus within-subject

dimension to successfully deal with the second dissociation mentioned pre-

viously (i.e., between-subject versus within-subject effects). Following Pearce

et al.�s (1997) suggestion, one could argue that when this putative mecha-
nism is engaged, it takes control of behavior away from the basic S–W pro-
cess but, when it is not engaged, the S–W mechanism operates freely. Thus,

the bPREE would be produced by a mechanism engaged by reinforcement

uncertainty that overlies the S–W process, whereas the reversed MREE and

reversed wPREE would be produced by the simple S–W mechanism. There

are at least three hypotheses that may potentially fit this scenario.

The first is referred to as the response-unit hypothesis. Mowrer and Jones

(1945) suggested that partial reinforcement shapes a larger behavioral unit

than that shaped by continuous reinforcement. For example, an animal re-
ceiving one reinforcer per response develops a unit involving one response,

whereas another receiving, on average, one reinforcer every other response

develops a unit involving two responses. When shifted to extinction, the sec-

ond animal will emit twice as many responses than the first, but the same

number of units. There is some evidence that reinforcement can induce

the formation of response patterns that exhibit a unified organization. For

example, pigeons required to peck four times, in any order, on two response

keys tend to develop a stereotyped sequence. When such sequences are
exposed to fixed-interval or fixed-ratio schedules, the sequence as a whole

exhibits properties that are typical of individual responses, such as a post-

reinforcement pause (Schwartz, 1982). The response-unit hypothesis

predicts that the bPREE should disappear (i.e., partial and continuous

groups exhibit the same extinction performance) when response units are

matched across groups. Although this hypothesis was not explicitly postu-

lated to explain the effects of reinforcer magnitude on extinction, it could

be easily extended to such a case. Applied to the case of reinforcer magni-
tude, the response-unit hypothesis would plausibly predict that the response

unit will be established faster in the large-reinforcer condition than in the

small-reinforcer condition. This follows from the application of the S–W

rule to the response unit. In turn, this difference would lead to the expecta-

tion that the large-reinforcer group would extinguish more slowly than the

small-reinforcer group when extinction is measured in terms of individual

responses. This prediction fits the available evidence for pigeons (Papini,
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1997; Papini & Thomas, 1997; present Experiment 3). Furthermore, the

response-unit hypothesis predicts that the reversed MREE should diminish

or disappear after extended acquisition practice, a prediction that is both

counterintuitive and easy to test. The failure of the response-unit hypothesis

to explain the absence of dissociation in the within-subject condition, which
yielded a reversed wPREE and a reversed wMREE, could be accommo-

dated in the following manner. In a within-subject situation, response units

could only develop if they can fall under stimulus control. It seem plausible

that the intermixing of trial types in a within-subject situation would intro-

duce substantial levels of proactive interference that would tend to disrupt

the development of response units. Proactive interference has been demon-

strated in pigeons in situations involving exposure to multiple stimuli (e.g.,

Roberts, 1980). The response-unit hypothesis can be accommodated to
explain the entire pattern of results described in Table 1 and therefore merits

a more direct testing.

The second may be referred to as the timing hypothesis. Gibbon, Farrell,

Locurto, Duncan, and Terrace (1980) suggested that trial responding de-

pends on a comparison between the food expectancy induced by trial stimuli

versus that induced by the context in which trials take place. They further

assumed that these expectancies are inversely related to the duration of

the trial stimulus and directly related to the average interreinforcement in-
terval, respectively. Thus, since the animal receives, on average, twice as

many trials per reinforcement at twice the interreinforcement interval in a

50% schedule than in a 100% schedule, the ratio of trial to interreinforce-

ment durations is equal in both situations. The timing hypothesis predicts

that the bPREE would disappear when extinction performance is measured

as a function of expected reinforcements, rather than trials, a prediction

which Gibbon et al. (1980) confirmed in an extensive reanalysis of published

evidence from Pavlovian conditioning experiments (see also Gallistel & Gib-
bon, 2000; Gibbon & Balsam, 1981). This timing hypothesis was developed

to a large extent on the basis of data collected in autoshaping studies with

pigeons. Unlike in the present procedure (based on the delivery of discrete

pellets), autoshaping studies have typically varied reinforcer magnitude in

terms of hopper duration, the time during which a hopper containing grain

is made accessible to the pigeon (e.g., Balsam & Payne, 1979). With this du-

ration procedure, magnitude either has no effect on acquisition rate, or it

produces faster acquisition with small rewards. As a result, timing theorists
tend to assume that reinforcer magnitude does not affect acquisition or ex-

tinction. As applied to the data summarized in Table 1, this conclusion

works well for acquisition data, which generally show no magnitude effects,

but it does not apply to extinction results. Extinction rates are typically

clearly different across groups; pigeons trained with large reinforcers extin-

guish relatively more slowly than pigeons trained with small reward (e.g.,

Papini, 1997; Papini & Thomas, 1997). This rate difference suggests that a
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transformation of extinction data in terms of expected reinforcers (cf. Gib-

bon et al., 1980) would not eliminate the effect of reinforcer magnitude on

extinction. Timing theory offers, therefore, no clear explanation of the mag-

nitude effects reported in spaced-trial experiments with pigeons. Also un-

clear is the way in which the timing hypothesis would deal with the
interreinforcement interval. Exposure to the training apparatus during this

interval is assumed to lead to contextual conditioning. However, in the

spaced-trial procedure used in the present experiments, the pigeon was in

the training context during a relatively small fraction of the interreinforce-

ment interval; pigeons were in their cages during most of this interval. Thus,

the timing hypothesis is so tied to particular training procedures and it is dif-

ficult to apply when, as in the present experiments, training involves some-

what unusual circumstances.
A third theoretical possibility, referred to as the attentional hypothesis, is

particularly relevant to the second dissociation mentioned previously, the

different effects of partial reinforcement in between-subject versus within-

subject designs. Bouton and Sunsay (2001) suggested that partial reinforce-

ment encourages attention to both the trial stimulus as well as the contextual

cues in which trials occur because of the surprising nature of the R and N

outcomes. In contrast, continuous reinforcement encourages attention only

to the trial stimulus. Consistent with this attentional hypothesis, Bouton and
Sunsay (2001) reported that responding to a partial stimulus is more sensi-

tive to contextual change than responding to a continuously reinforced stim-

ulus, in a within-subject, appetitive conditioning experiment with rats. A

change from acquisition to extinction leads to a greater attentional shift

away from the trial stimulus and to the contextual stimuli in the 100% rein-

forcement condition than in the 50% reinforcement condition, thus leading

to the PREE. In a within-subject situation such as that used in Experiment

3, the presentation of the partial stimulus in the same context as the other
two stimuli would tend to match the amount of attention to contextual cues

across stimuli. In the absence of differential attention to the context, and ap-

plying Pearce et al.�s (1997) rule, the S–W mechanism takes priority, produc-

ing a reversed PREE. The attentional hypothesis has not been explicitly

applied to the reinforcer magnitude case. However, it seems plausible to ex-

pect that attention to the context would be inversely related to reinforcer

magnitude. A testable prediction suggests that a context shift should be

more detrimental to a stimulus paired with a small reinforcer than to one
paired with a large reinforcer. In this case, then, the attentional hypothesis

predicts that a shift to extinction should be more disrupting in the large-re-

inforcer group than in the small-reinforcer group (i.e., an MREE). Thus,

this attentional hypothesis cannot explain the reversed bMREE (Papini,

1997; Papini & Thomas, 1997) and wMREE (Experiment 3).

The results of this series of spaced-trial experiments with pigeons are

difficult to explain for a wide variety of theoretical accounts, both classic
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and contemporary. The merits of the response-unit, timing, and attentional

hypotheses need to be established in experiments explicitly designed to test

their application to the present conditions of training. A consideration of all

the available evidence suggests that it may be premature to conclude that the

same mechanisms explain the adjustment to reinforcement uncertainty in pi-
geons and rats, despite the behavioral similarities in the bPREE. The first

piece of evidence is provided by the dissociation of bPREE and bMREE

in spaced-trial runway and key-pecking experiments with pigeons (Papini,

1997; Papini & Thomas, 1997; Roberts et al., 1963; Thomas, 2001). There-

fore, the same training conditions that yield the spaced-trial, bPREE lead to

a reversed bMREE in pigeons. This dissociation of the bPREE and bMREE

is inconsistent with evidence from experiments with rats, for which these ef-

fects co-vary under analogous conditions of training (Hulse, 1958; Wagner,
1961). The second piece of evidence is provided by the drug profile of the

pigeon�s bPREE, which appears to differ from that of the rat. For example,
haloperidol (mainly a dopamine antagonist) eliminates the bPREE in pi-

geons (Thomas, 2001), but has no effect in rats (Feldon, Katz, & Weiner,

1988); by contrast, chlordiazepoxide (a benzodiazepine anxiolytic) delays

the emergence of the bPREE without affecting its size in pigeons (Thomas,

2001), but it eliminates the bPREE in rats (Feldon & Gray, 1981; McNaugh-

ton, 1984). These results suggest that different underlying mechanisms con-
tribute to the PREE in pigeons and rats.
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